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This study compares three common strategies for handling collisions between the user’s virtual body and other objects in a cluttered virtual environment. Test subjects seek “treasures” in a maze of narrow corridors which are embedded in a jumble of irrelevant shapes. The application ran on a PC, with the mouse and screen as the interface. The user can either pass through an object, is forced to stop completely, or is deflected around it. Data show that the third strategy best facilitates goal-seeking behavior with this interface and for this type of problem.

This result is significant, because collision handling is critically important to the usefulness of Virtual Reality applications. Furthermore, the screen-and-mouse is both the most common and least studied interface for virtual environments.
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Introduction

As we move through the world, we get around most objects using low-level psycho-motor behaviors, which require little conscious thought. For example:

A person in a room wants to get to the door, but there is a chair between them. It is unlikely that he would move to some neutral point to one side of the chair, or even to follow some gently curved trajectory. Ordinarily, he will head straight for the doorway and step around the chair when he encounters it.

Navigating a cluttered VE should be comfortable in this way, but without an expensive display system, the user will not be able to simulate this type of motion. Unfortunately, most interfaces provide neither the range of perception nor the body control for the user to move about as they do in the real world. This is especially true with the basic screen-and-mouse interface, because his FOV is too limited and he has no direct connection with his virtual body. However, it is by far the most common interface and will be for some time. This study is concerned with making collision handling in virtual environments comfortable, where only a mouse-and-screen interface is provided.

Navigating through a Virtual Environment(VE) generally means that a user is moving her viewpoint or egocenter in the virtual space. A variety of cues indicate to the user “where” this point lies in the VE, [8]. To the user, this egocenter implies a virtual body or “self” that exists in the VE. What happens, or should happen, when it encounters a virtual object? For this study, I extend Hall’s notion of a personal space, [55] or proxemic zone, to include the distance a person keeps from objects in general. For the experiments in this study, it is modeled as an invisible sixteen-sided cylinder, which extends from floor to ceiling, always surrounding the user’s viewpoint. When the user’s proxemic zone intersects an object, the collision handling strategy is engaged.
This study compares three basic strategies, one of which is engaged when the user’s Proxemic Zone encounters and object. They are:

- **Ghost**  No effect. User passes through object.
- **Clunk**  Complete stop on contact with object.
- **Slip**  User’s movement is deflected, making him slide around the object.

Data shows that for a maze of narrow corridors embedded in extra geometry, slip mode allowed test subjects to be most efficient at finding objects in the maze. I generalize on this to claim that slip mode is generally more effective for such situations. Most high-performance video games use some variant of this strategy, but these are the first experiments of which I am aware that explicitly describe the slip collision strategy and test its effects. This thesis will:

- Characterize current research and development in perceptually three-dimensional cyberspaces.
- Review the existing theories and literature on how people perceive themselves within space-time and direct their actions.
- Summarize the perceptual cues needed to make a screen-and-mouse interface work for a user, to make them feel they are engaged in the action going on in the virtual space.
- In light of the cues described in the previous section, discuss the state of the art in commonly available video games, which almost all use screen-and-mouse, at least as an option.
- Discuss collision detection in general and compare the three modes mentioned.
- Describe experiments which compared the usefulness of the three modes.
- Present the results.
- Discuss possible future work.
Literature on the Visual Perception of Motion

Our understanding of how a user perceives a virtual environment can be no better than our understanding of how he perceives the real world. In this section we will look at the literatures, most of them coming under the general heading of Cognitive Psychology, which address human visual perception of motion in the natural world. Discussion will be weighted toward perception of self location in a VE and related to the three collision strategies already introduced.

Artificial Intelligence

The main lesson to draw from this literature is one critically important idea: Processing for high-level navigation must be done separately from the handling of the low-level tasks used for dealing with collisions. [88] This has been postulated in theory and borne out in practice--the more successful robots built to navigate spaces such as office environments are programmed this way. [89-92] Those programmed with only reactive behaviors can do certain tasks well, but are very limited without real intelligence. [103] Those that use only intelligence are even more limited. [104] Their problem is that if every bump or corner in the environment has to be considered, it leads to a combinatorial explosion of possibilities and factors to consider. Using reactive behaviors for small obstacles or particular conditions allows for abstraction of these details to make the navigation problem tractable.

Evidence that reactive behaviors are necessary for robots, supports the notion that human must have them too. The idea of an intelligent agent navigating a dumb space can be inverted to say the VE should respond to the user’s small or reactive behaviors with reactive behaviors of its own. A VR application wouldn’t need to (and often could not) recompute its entire state every time the user took a step--it only needs to change things affected by the action. Slippery mode for collision handling is a perfect example of this.
An interesting branch of AI is the implementation of connectionist networks which can be very good at object or scene recognition and even control behaviors. However, I am not sure how to fit this into a theory of motion perception in a useful way.

Intelligent agents in a virtual environment have the significant advantage that they can access information about the space directly from the application’s database, rather than attempt to visually interpret the scene. This is also an interesting topic that is beyond the scope of this study.

### Human Information Processing

Currently, the information processing (IP) approach is dominant in Cognitive Science, and the general thrust visual perception research has to do with static models. The perception of motion is not studied much; for example, it is nowhere in Marr’s analysis. Even Ullman, in his experiments with the rotation cylinders composed of widely spaced dots, did not deal with motion in his functional breakdown of human visual perception. In spite of this, the IP approach includes some useful studies, many of which come out of attempts by computer scientists to implement machine vision.

For example, Muller and Maxwell present a model that the human mind has distinct visual filter that separate moving objects from stationary objects. At the next state of perception, the view of all objects, stationary or moving is passed to a form-recognition filter. The present experimental evidence which indicates that this model is at least congruent with actual visual perception.

A lot has been written about spatial cognition, wayfinding and navigation at a high level of abstraction, which does not deal with low-level issues such as collision handling.

### Situation Awareness

A sub-branch of the Information processing literature, studies under this heading are based on predicting human problem-solving behavior, in part, on some entity model of
the mind. This is problematic. [61] Models of this type create a framework within which one can posit experiments, [62-67] but they provide nothing useful for the problem this study is concerned with.

The Ecological Approach

Gibson [98] provides a strong framework for locomotion, based on what the person sees around her. He defines the “optic array” as the overall pattern of information (encoded as light) in the viewer’s entire field of vision. “Optic flow” refers to the changes in the optic array which indicate motion. For example, the viewer knows he is moving forward because objects or features appear in front of him, grow larger as he approaches and disappear off to one side or the other. (Ignoring collision for the moment.) She can see that she is moving backward or away from something when the reverse happens. Rotation is similar.

In terms of the optic array, the person can tell how close he is to an object by the level of detail seen in it and by what size it is. The same is true for virtual environments, as shown in empirical studies by Thomas [23] and DeLucia [17].

Significantly, Gibson [98] proposes that people think about their location in terms of the affordances [100] it accords them in the environment. For example, an apple may be at viewing distance, touching distance or eating distance. The viewer decides if a collision is imminent with an object and will takes action accordingly, when the object’s affordances include physical contact. The idea of affordances used in this way has important implications for the designer of any VE. For example, users will behave differently near the edge of a perceived precipice than on a normal sidewalk. [3]

Gibson posits that cognition is distributed between the organism and its environment. In my opinion, this view is strongly supported Kirsh’s study [87] where experts were shown to change their environment to perform tasks. For example, a cook will physically arrange his ingredients in ways that remind him which order to use them. This makes the act of cognition something that happens not only in the brain, but the hands and the counter-top. The lesson of this is that user motion in a virtual environment will be strongly governed by what appears to be possible and safe.
One of the problems with ghost mode is that it does not appear possible. More importantly, going through a wall causes a sudden and total change in the optic array; such shocks are not typical in the real world. The problem with clunk mode, at least in this study, it that the user quickly learns it is not safe. The time it takes to backup, reorient and get moving again is so onerous that the user tends to spend a lot of time carefully avoiding the walls.

**Causality in Perceived Motion**

In the early forties, Michotte [80] performed a series of experiments to explore how observed events can appear to be connected. Generally he would present the test subject with the illusion of two or more moving objects. Based on their relative motion and/or deformation the test subjects said the objects appeared to be interacting (or not) or appeared to be parts of a larger whole (or not). From this he was able to develop several theories of perceived causal relationships.

For example, the “launching effect” occurs (in one form) when one moving object moves to the vicinity of a stationary object and slows to a halt. Then, the stationary object begins to move in the same general direction that the first one had been. An observer will usually believe that the first object caused the second one to move if:

- the second object must begin moving soon enough after the first one stopped,
- the first one must have stopped near enough to the second,
- and the motion of the second object must be similar enough to that of the first.

An extreme example of this would be of one billiard ball colliding with another. Michotte experimented with less definite cases, varying the parameters listed above.

It would be a short step to imagine that this sort analysis can and should be applied to problems in navigation. For example, if the user is moving her egocenter in a virtual environment toward a wall, how close must the wall appear for her to attribute a sudden involuntary stop to a collision with the wall? If he is forced to stop suddenly, will he look down at his virtual feet to see if she ran into something? Are there conditions, like overall environmental clutter, that will affect this? In some video games, the application
shows the user that he successfully picked up an object by having the image of it follow the user’s viewpoint. This could be seen as an example of Michotte’s “entraining effect”, where a moving object appears to capture a stationary one if the latter starts moving in the same direction at the right time.

Michotte wanted to show that gestalt perceptions can extend over time for moving objects and not just static objects. Since that time, there has been no equally systematic study of apparent causality in motion.

Slippery mode provides behavior that more closely matches the generally expected rules of causality. Clunk mode is similar, but physically difficult to manage. Ghost mode is totally opposite to what we normally expect.

**Biological Motion**

Being animals, we are geared to perceive natural events, at great speed and with very little information. [98] Built-in constraints on the human perceptual system play a major role in this. Bassili [22] showed test subjects simple geometric shapes moving independently in a series of short animated movies. In some films, one appeared to be chasing the other, in another the seem to be in a neck-to-neck race, and so on. Viewers even ascribed emotional characteristics to the shapes--one is a sad square or a happy circle, for example. All of this was based on nothing more than their relative motion.

Johansson’s experiments [86] show how our visual system will infer a great deal about an object or creature from certain patterns of motion alone. In the experiment, a person wore a black body stocking and a twelve lights, one on his head and the rest at major joints on his body. In a dark room, test subjects could only see the lights. At rest he looked like a random group of lights. When he began to walk, all of the test subjects determined in less than a second that not only it was a walking man, but that he had a slight limp. They were even able to correctly identify two similarly lit people doing a folk dance.

In a follow-on study, Verfaille [85] showed evidence of priming effects for recognizing point-light walkers. Interestingly, this effect was dependent on the observer’s orientation to the observed walkers, but not the walker’s direction of motion or articulatory motion.
All of this indicates that visual perception occurs at a very low level in human cognition and it is reasonable to believe that reactive behaviors such as collision avoidance is similar. In perception of self-motion, the human perceptual system is probably optimized for certain types of changes in the optic flow, and the there are probably a host of instinctive responses. Putting your arms out when in danger of running into a wall, for example. The goal of slippery motion is to provide (visual) motion that rests within these preferred parameters, or at least does not conflict with them.

**Psychophysics and Psychocybernetics**

This literature looks at human motion and body control in space-time. [82-85] While most of it is concerned with specific motions or types of motions, the theoretical frameworks they develop are very useful. Turvey and Kugler [81] point out that under collision conditions organisms do not behave according to Newton’s physical laws, but instead react to the information in the scene and according to their nature. In many VE applications, it is the attempt to treat the observer as simply a point-mass object that causes unnatural interactions. Clunk mode, for example, makes more sense for a bowling ball than a person.
Virtual Reality: Theory and Literature Review

In this section, we will examine the general nature of virtual reality, the state of the art and the literature. Again, discussion will be weighted toward issues concerning the experimental study outlined in the introduction.

What is Cyberspace and Virtual Reality?

All media technologies are converging. Television, telephone, radio, fax, computer networking, and even home stereos are increasingly integrated, using new digital formats. As we find more uses for these technologies, they will play in increasing role in our daily lives. As human-computer interfaces become increasing complex and visually oriented, they take on higher dimensionality and present more sophisticated metaphors. To make them accessible to the common user, these metaphors will be crafted to take familiar forms. While some are to be found directly in the natural world, the best ones are already developed and available in the arts.

Since the beginning of humanity, we have told stories, made art and generally dreamed of different worlds. We also live in shared social and mental spaces as a matter of course. There is a huge literature on how social space is constructed between individuals and in a society as a whole. Moreover, movies, fiction books, theater productions, photographs and even the mirror (the way we use it) all convey imaginary landscapes which we readily use for many purposes. A pure example is the notional world used by two people talking on the phone. If they are truly engaged, it could be said that there is a one-dimensional (time) space occupied only by their voices and their attention. It is created and maintained by them, with the help of the phone equipment, and goes out of existence when they hang up.

Socially, cyberspace can be seen as yet another paradigm for communication between people, and between people and computers. For the information scientist, it is a perceived information space that provides the user with the feeling of actually
participating in an environment. [2][3][5][9][99] In fact, it is (or can be) a landscape with persistent qualities—a place, or universe, with its own “existence”.

*The creation of virtual realities is one more step in a tradition long engaged in by computer and information scientists -- creating formal models of some process or entity to allow them to be translated into a format that can be programmed on a computer. In the case of virtual reality the goal is to formalize the laws by which a given reality operates -- its ontology -- as well as the laws by which people know about -- the epistemology.* -- Michael B. Spring [2]

In common parlance, virtual reality refers to applications where the cyberspace is made visible through some immersive interface. The most common of these is the head mounted display (HMD), which provides a separate view for each eye allowing the computer to create stereopsis effects for the user. Significantly, the HMD also cuts the user off from seeing anything else, but this and other HMD-specific issues are beyond the scope of this study.

**Early 1990’s Overview Literature**

Cyberspaces have actually existed for as long as computers have, [2] although the term was not coined until 1984 by W. Gibson [99]. As computer interfaces become increasingly visual, the virtual environment (VE) metaphor increasingly makes sense as a metaphor with which to build application interfaces.

In the early 1990’s, the scientific community was engaged in a general debate on what the form and nature of cyberspace or virtual reality is or should be. Several authors proposed comprehensive models. [2][3][5][9] These are primarily concerned with the (possible) dimensional structure of cyberspace, the mapping of these dimensions to types of information and how the user would interact with the VE. Other comprehensive treatments do not disagree, but take a different level of abstraction [6] or a complementary approach. [101] Although the authors each have a different focus and contribution, they agree on most things, which reflects the trend of the larger debate at that time. Since then, independent theoretical overviews have rarely been written, which
further indicates consensus. Those that are, tend to be strongly tied to some particular issue or product or aimed at a non-technical audience.

Unfortunately, the majority of technical papers on virtual reality/cyberspace and related discussions do not explicitly refer to anyone’s general framework. Instead, some background is usually presented by the author as generally accepted fact. While this shows an encouraging air of consensus, it is left to a later generation of researchers or engineers to hammer out real standards.

Also in the early 1990’s, another synthetic literature grew that addresses these issues, but is more focused on the human factors issues of how the user locates his “egocenter” in the virtual environment. [52][53][57] This is the location at which the user feels like he is located in the VE. At one extreme, he may actually feel like his body is there, but what really matters is that his “attention” must be focused on a point such that he feels that he interacts primarily with objects near to it. This idea is comes from the research in environmental psychology [98][56] and supports related research in psychophysics and psychocybernetics. [82-84]. For VR applications, these areas support vigorous research, but most of it is focused on the creation of stereopsis effects using head mounted displays and other immersive devices. [30-33]

It is important to note that the egocenter is not necessarily the same as the viewpoint. This will be discussed in more detail in the next section.

General Framework for Visual Cyberspaces

What does this theoretical consensus on the nature of virtual reality say? The following is a partial synthesis of the overview papers cited, [2][3][5][9][52][53][57] and other discussions in the literature and the scientific community.

• A dynamic virtual environment (VE) is constructed of several dimensions, extrinsic to the objects in the space. At minimum there are four: the three Euclidean axes and time. It is generally assumed that these dimensions are scaled linearly—that space has a constant density. (This is not necessarily the case, [9] though I have never seen a functioning exception.)
• Objects or agents in the VE have intrinsic attributes such as color, shape, texture and so on.

• Information may be encoded in any of the dimensions or object attributes used in the VE.

• As with any interface, VE applications have their affordances [100] which determine how the user can interact with it.

• Interactivity, including navigation, is the most important factor. The importance of this cannot be overstated.

• Each user interacts with the VE with respect to an egocenter or self-location within it. The user defines this point primarily using some mixture of the visual cues and affordances presented by the interface. Sound cues can also be important if used properly. As described in the next section, the egocenter does not have to be coincident with the viewpoint. [52][8]

• User navigation in the VE consists of moving the egocenter through it.

How one locates oneself in the real world, much less an artificial one, is far from simple. Howard [53] demonstrates that we make perceptual judgments within what he calls:

• The occulocentric frame, essentially a coordinate system based on the viewer’s eye.

• The head-centric frame, based on the viewer’s head

• The body-centric frame, based on the user’s body. (He did not do experiments with this one, just defined it.)

• Exocentric frames, which are based on some origin point or object the viewer can perceive.

This seems to imply that one’s egocenter is mobile; that we mentally locate ourselves differently, depending on the stimulus and what we are trying to do. According to Psoka, [52] every painting has an implied egocenter to which the viewer’s attention is drawn. When you watch a play or a movie you are drawn into the action and tend to ignore the setting outside of the stage area, because of the stage effect and other factors. Perhaps
this is why video game players, even children, seem to have no trouble adapting almost instantly when they change viewpoint in certain video game. Some have the user looking down upon his virtual body from above, (fig 4) some have him looking out of its eyes, (figs 2, 5 & 6) and so forth. (More on this later.) The key is to give the user some kind of investment or reason to be “in” the VE, then give their imagination enough to go on. This calls into question the great efforts being made to create photo-realistic environments. As Benedikt said, why recreate reality when we’ve already got one?

If the application is poorly made or suffering from forced tradeoffs, location cues may actually disagree. For example, the lighting may imply a different egocenter location than the perspective distortion, which is the case in the video game DOOM. [143] (fig 2) How the user decides which cues to pay attention to and which ones to ignore make be an interesting study.

**Basic Visual Cues for Self Location**

This study is primarily concerned with navigation in a visual cyberspace, which in turn is based on perceptual self-location in the VE. A great deal has already been written about how perceptual cues work in the real world. [13][56] Accordingly, this section will present a summary of basic visual cues and how they can be implemented in virtual reality applications. [4]

- **Perspective** The apparent convergence of objects in a scene to a certain vanishing point. Since perspective distortion is always based on the viewer’s location, the perspective generated in the display provides her a strong egocenter location cue. [52][33][57][35] As stated before, she does not have to be located at the ideal viewing point to perceive it. [54][8]

- **Shape and Occlusion** The user can determine the (virtual) shapes and location of objects by looking at their geometric features and how they overlap in the visual field. [13][33][34] From this, the viewer can determine where he is in relation to the objects and thus in the VE, overall.
• Objects as Perceived With Relative Motion  Objects reveal their form and to some extent their nature by the way they move relative to the observer. [16-19][83][102] Astonishingly little of an object must be seen of a familiar object if its motion is natural. [15] This is especially important when the viewer himself is in motion. All objects move relative to him in a consistent manner which is a very strong locator cue, one that can be simulated in the VE interface. [30]

• Point of Rotation  When the user commands the interface to rotate “herself”, he will tend to identify his egocenter at the actual point about which the virtual scene rotates. [30]

• Proxemic Zone  In VE applications with collision handling, objects are not allowed to come closer than a certain distance to the viewpoint. (more on this later) As he encounters objects, the user quickly determines the shape of this exclusion zone [24] and usually assumes he is at the center of it.

• Lighting Effects  Proper lighting allows the viewer to better distinguish objects and thereby understand the visual scene. [13] This effect is especially strong when the lighting is dynamic and stronger still when it is responsive to the user. Many video games use the trick of having an important light source centered on the user. With sufficient radiosity effects on surrounding objects, this becomes a strong locator cue because of the fall-off of illumination in the more distant objects. (fig 2) [98][142][143]

• The Virtual Body  If the application creates a virtual body for the user and the interfaces makes it visible, that is also a strong self-location cue, but only if the user identifies with the body. Congruence with the other egocenter cues makes this highly likely, but the narrative also matters. If she is playing a game where she is told that

Figure Two: Screen shot from the game DOOM. Note the perspective and how the light diminishes with distance.
the main figure displayed is her, she will tend to locate her egocenter in the same place it occupies. (fig 4)

- **Stage Effect** In a real theater, the back of the stage and the wings form an arc of up to 120-180 degrees which parallels the human field of view. This draws the viewer's attention (egocenter) to a point in front of the center of the stage. If a computer monitor is used as the “window” onto the VE, the flange around it can act in similar way. [102] The effect is enhanced if the display has a static band around the edge of the viewscreen.

- **Stereopsis** Disparity of view in each eye allows the brain to compute the distances of near objects. [30-33] It is usually provided by head-mounted display devices, which have been the subject of intense study by researchers interested in virtual reality.

- **Other Cues** There are several other very important location and perception cues not directly relevant to the study. They include spatialized sound, proprioceptive stimulus, vestibular stimulus and even smell. So far no-one has built a lick-screen monitor, but it may yet happen.

One way to talk about the motion-based location cues is that they each represent changes in the user’s “optic flow.” That is the

**The Screen-and-Mouse Interface**

Most users will have only a screen, keyboard and mouse to be their physical interface with the expanding cyberspace of the internet and in new software applications. Still, there is little or no formal research which specifically addresses how it works as a VE interface. However, there has been some work in human factors focused on making better use of “monoscopic” displays, such as a computer screen, [35] and other work that is certainly useful. [34][36][8]. Most of the VR literature that examines monoscopic displays, at all, only does so in order to make unfavorable comparisons with stereoscopic displays, particularly the HMD. [30-33] It is useful to note that most of the egocenter location cues listed above can be conveyed quite well with a computer screen. Even peripheral vision can be simulated by warping the edges of the display. [25] Experiencing any virtual space actually occurs in the mind of the user not in the interface.
Consider the possibility of the user’s egocenter being related to or connected to the VE, but occupy a point “in front” of the computer screen. It can happen with perspective, for example, where the distortion indicates an ideal viewing location in front of the screen in a similar way a painting does. This is the case with most “first-person” video games, where the scene is supposedly seen through “your” eyes. (fig 2)

**Current Research and Development With Virtual Reality**

The bulk of research and development with VR and cyberspace fall into these broad categories. (General indexes are [107][108][109])

Some analog or model of information is presented, which in turn is the basis for some interface. The affordances of that interface limit or enable the user to manipulate the data.

1. **Abstract Data Visualization.** such as visual browsers for the web or other archives. Many are two dimensional, but some use three; all are visual cyberspaces. [39-44][48]

2. **Scientific Visualization.** Weather radar, 3d models of lava flows, structures in the body (medical imaging), [45] or visualization and manipulation of molecular structures.

3. **Visual Languages.** So far, most of these are two dimensional. [47][125-129] Those that are three dimensional [46][44] do not seem to be better for it.

4. **Simulations.** Of any working system, such as city or an anthill. [132]

Interface is still based on an information model, but the mapping between it and much of the subject matter is direct.

5. **Architectural Walkthroughs.** [116]

6. **Historical simulations.** Usually based on an architectural walkthrough of some reconstruction of an ancient building. Can include animations and interactive characteristics, [113] up to and including enough activity to make it an actual simulation of some social setting. Can also include hypermedia characteristics. [121]
Interface has a direct video feed or pass-through of some real-world scene, though it may also contain abstract constructs.

7. **Telepresence:** the user see’s through the robot’s camera eyes. [112] [120]

8. **Augmented Reality.** The user sees the real world through a special HMD which projects animated objects into his field of view. He then sees a mixture of a real and virtual world. [122] Can be networked for a shared experience.

Much of the imagery in the interface is there for aesthetic reasons and may not have an obvious mapping to information.

9. **Video Games and Other Entertainment Applications.** (See dedicated section.)

10. **Artistic Applications.** [114]

Most formal research takes place in military and academic think-tanks, industrial research departments and in academic departments. Most development occurs in certain branches of military contractors, small companies making VR related products, software developers who make information browsers and related products, and most notably, the robust video game industry.

In the area of software interfaces, there is a curious disconnect between the video game makers and the research scientists. The game companies are spending huge amounts of money to employ highly talented young people, often college dropouts, who hack out a variety of interface solutions for improved Interactivity. To anyone seriously studying 3d interfaces, these games are a rich source of ideas and tools. However, there is little explicit mention of games in scientific literature.¹ Also, the virtual environments used in (or the result of) many research projects, tend to be crude compared to those used in the

---

¹ A Silver Platter search on PsycLit, ERIC and Scientific Abstracts for “Video Games and (3D or graphics or virtual reality or immersive)” yielded only three hits. In the "softer" literature, ranging from ACM/IEEE proceedings to things like BYTE magazine, there appears to be slightly more. The same search on INSPEC yielded 93 hits. Most focused on education, training or rehabilitation. Some were sociological studies on the impact or social psychology of the games themselves. Some were based on military training exercises for applications like SIMNET. Many had to do with new technologies or products. Very few talked about taking ideas from video games and applying them elsewhere.
best games. On the other hand, video game makers often repeat each others mistakes or reinvent principles and practices, because they tend not to look at the relevant research.²

**Video Games**

In many ways, the current state of the art in 3D Virtual Environments (VE's) is in the video games, especially with the advent of powerful home systems. A sampling of video games [133][134][135] reveals a spectrum of perceptual immersion:

- **Text Only** The experience is entirely text-based, so there is no perceptual immersion. The user travels the space in the same way one explores vistas described in a novel--completely within his own imagination. The difference is that this environment can be interactive.

- **Narrative With Still Pictures and Movies** The user progresses from one still image to another, or small animated scenes that run through some script (called movies). Immersion is still primarily mental. Narratives tend to be complex and graphics quality high.

- **2D Animation, Side View** Characters are flat drawings that move upon a still background. It can be simple, as with the original Donkey-Kong, or cleverly done to create the illusion of a complex scene, like the side of a strange temple with various openings and monsters on it, in Crash Bandicoot. [137]

² This statement is made based on the author’s personal experience with the game industry and people in it.
• **2D Animation, Overhead View**

Some games provide the illusion of an angled overhead view onto a scene, which is always centered on the user’s virtual body. [138] In this case, the three-dimensional illusion is dependent solely on shape and occlusion; the background scene is shown in a static orthographic perspective and lighting is similarly static. (fig 3) Objects move, but are pasted on, usually showing only one side. (Animations of this type are called “sprites”. [14]) Some games make an object appear to turn by making it, in effect, a tiny self-contained movie. In this type of game, the player might locate his egocenter with his virtual body in the center of the screen. Seeing the body, it’s reactivity to his commands, and the investment he has in its survival are his incentives. On the other hand, he may simply view it as a strategic challenge, like a board game and keep his egocenter out of it.

• **3D Animation, Long View**

Here, the player sees his virtual body in a three dimensional scene which is rendered in real time. As with the 2D-overhead-view games, the body is responsive to his commands and the scene generally moves with it. In Tomb Raider (fig 4) the viewpoint changes constantly to (hopefully) provide the best viewing angle on the action. Some algorithm is at work, which allows

---

**Figure three:** Screen capture of 2D overhead view game, “Crusader; No Remorse”. [138]

**Figure four:** A 3d long view game, Tomb Raider. [141]
the body to be somewhat off from the center of the screen and is probably situation sensitive. The game is unusually dynamic in the way it changes viewpoints. Mario-64 is also impressive in this way, but less sophisticated. As with most games of this type, there are different viewing options available. All of the depth/self-location cues listed above can be used, but perspective can be tricky. In figure four, perspective distortion is evident by the way the edges of the steps are converging. This enhances the three-dimensional illusion of the scene, but as a self-locator cue, it actually conflicts with the others, because it is geared for the real viewer, not the figure in the scene. Apparently, this conflict is not a problem for users, a question which deserves further study. Probably, the motion-based cues are dominant.

- **3D Animation, Near View**  Like the long view, but the viewpoint is directly behind the virtual body, so that the back of the head and shoulders are visible in the foreground. Viewpoint moves in lock-step with the body. In this mode, all the egocenter cues can be used, including perspective. Perhaps because the body is in line with the user’s actual line of sight, and disagreements along it are less disturbing.

- **First-Person View**  Here, all depth cues are used to make the viewer feel like the PC screen really is a window onto the space and the action involves them, personally. In Quake, (fig 5) note how the lighting along the walls decreases with distance from the viewer. Also, the lighting is responsive to the monster’s torches, which gives the viewer a solid fix on its location. The object in the foreground is the tip of the player’s weapon, which implies a virtual body, centered somewhere in front of the screen. Unlike in DOOM, all cues in quake appear to be in agreement.

![Figure Five: First-person view. Quake. [142]](image)
• **Flight and Driving Simulators**
  Also first-person, but there is usually a terrain below, fewer objects in the environment and high-speed motion. Often, the cockpit or cab of the vehicle is visible. (fig 6) It is stationary, with respect to the user’s viewpoint. Good ones will at least have it responsive to lighting changes.

Another important aspect of gaming, and virtual environments in general, is the possibility of networking them to create a shared cyberspace. Early text-based “games”, called MUDD’s and MOO’s did this. At the end of the 1980’s, the first 2D artificial societies came out. [97] In the mid-1990’s the first real-time multi-player combat games became popular. [142]
THE EXPERIMENT

Generally, the user needs to be able to move between and around objects in the VE smoothly and without getting lost. As an indirect measure of this, we tested subjects on the speed at which they were able to locate objects in a maze. The maze consisted of narrow corridors, low-lying obstacles and extra baffles between the walls. (Figs 1 & 2) The experimental hypothesis is that there would be a significant difference in the users’ success in finding treasures, based on the navigation mode used. This was the result.

Models for Collision Handling

An effective model can be built on the notion of a personal space around the user’s egocenter which responds to nearby objects. Extending Hall’s notion of social-personal space, [55] I call it the Proxemic Zone. In this study, it is modeled as an invisible, sixteen-sided cylinder, (fig 1) which extends from floor to ceiling, always surrounding the user’s viewpoint. When this proxemic zone intersects an object, the collision handling strategy is engaged. The strategies are:

Figure Seven: The opening scene, when the application starts. The object ahead is a treasure.

Figure Eight: Another part of the maze showing third treasure. Perspective and lighting strongly imply the viewer’s position, even in this still image.
• **Clunk**  Complete stop on contact with object. The user tends to get stuck on almost everything he encounters. Upon collision she has to back up, reorient and get going again. It is still used in some tank simulation games, but in those objects are few and far between.

• **Ghost**  User passes through object, with no effect. It can be the best choice for situations where there are many obstacles, but the visual field is still fairly open; the user can just point where he wants to go, and go there. However, cluttered spaces, like a maze, can be very confusing. The user tends to be disoriented every time she goes through a wall, because her entire visual field suddenly changes.

• **Slip**  User’s movement is deflected, effectively making him slide around it. This appears to be the best compromise for “realistic” situations, because it preserves the solidity of objects and at the same time allows comfortable movement. The best first-person video games use this. [138][140-142]

**Implementation**

The application runs on a PC using a standard monitor and mouse as the only interface. The virtual body is implemented as a single viewpoint, but it is surrounded with a shape that represents the user’s proxemic zone, which is implemented as a sixteen-sided prism that extends from below the user’s field of view (FOV) to just above it.

• In **ghost** mode, the viewpoint is moved according to mouse input without regard to collisions. The user can travel through walls and other objects.
• In **clunk** mode, the proxemic zone moves ahead of the viewpoint in the direction the mouse indicates. If no collision, the viewpoint is moved forward, back to the center of the zone. However, if the zone intersects any object, it is moved back, and the movement vector is discarded. The user has come to a full stop and must reorient (and usually back up) before he or she can get going again. (Fig 9)

• In **slip** mode, when the user’s proxemic zone intersects one or more objects, the user’s movement vector is minimally redirected. The new vector retains the original direction and velocity adjusted only so far as needed to prevent the collision from recurring the into subsequent frame. (Fig 10)

**Figure Nine:** Implementation of clunk mode. The proxemic zone had sixteen sides, but is shown here with only eight for clarity.

**Figure Ten:** Implementation of slip mode.

---

**The Virtual Environment Used for Testing**

The virtual reality application used for testing had the following characteristics:

• Most of the time, the users are able to accurately perceive the virtual space around them and their location in it. Failure of either perception is an error condition.
• Objects in the virtual world are stationary and rigid. The application is a simple architectural walkthrough.

• The virtual body is nothing more than the location of the egocenter, which is co-incident with the user’s viewpoint.

• While the world is perceptually three dimensional, its layout is two dimensional. (fig 11) The “ground” is completely flat, resting on the x-z plane. While not all of the walls are tall, some are quite low, but all collisions can be thought of as occurring in the x-z plane.

• User motion is constrained to the x-z plane; no flying, no changes in elevation.

• The application displays the user’s view of the VE in a window on a monitor.

• Movement is controlled by the mouse in a mapping simple enough for most users to understand in the first minute. This seemed to be true for most of the test population.

**The Pilot Study**

The first study divided subjects into three groups of five, one for each navigation mode. They were told to “get” all of the treasures in the maze, by simply running into them. (fig 7 & 8) Subjects were told that there were four mazes and that the whole exercise would take no more than thirty or forty minutes. Most seemed to give themselves about fifteen minutes to complete the first.
Figure twelve illustrates the number of treasures each user was able to find in the first maze, compared with how far they had to travel to find them. Slip mode appears to be superior, both in efficiency and final success. Encouraged by these results, I undertook a formal study.

Methodology for the Full Study

Twenty-six paid subjects were recruited from the University of Pittsburgh community. Upon the subject’s arrival, he was read the instructions reproduced below accompanied by appropriate demonstrations.

In this test, you will travel through a three-dimensional maze. You navigate with the mouse, by holding down the left mouse button. Your movement will depend on where the cursor is.

- If the cursor is near the top of the screen, you will move forward. *demonstrate*
- If the cursor is near the bottom of the screen, you will move backward. *demonstrate*
- If the cursor is near the right side of the screen, you will ROTATE right. *demonstrate*
- If the cursor is near the left side of the screen, you will ROTATE left. *demonstrate*
- The closer the cursor is to the center of the screen, the slower you will go, the nearer to the edge, the faster you will go. *demonstrate and move forward*
- If you are ambitious, you can click on a corner of the screen, which will move and rotate you at the same time. *demonstrate*

The goal is to pick up as many treasures as you can. The floating purple box in front of us is a treasure. You "get" them by moving into or onto them, like so. *demonstrate* The treasure disappears when the viewpoint nears it.

The blue up there is the sky. *Point to it.*
When you think you got all the treasures, press the space bar to quit. There is no right and wrong. You can hurry or go slowly as you choose. You are not obligated to go longer than thirty minutes, though you can if you wish.

During demonstration, the tester was careful to keep his viewpoint away from the walls and to make no mention of collisions or collision handling.

The test subject was then given the chair in front of the computer and the application was restarted. Once she appeared to be properly oriented and using the program correctly, the tester left the room. Then she subject was told to notify him when she thought she had found all the treasures.

Subjects were randomly assigned to three groups, one for each of the collision handling. [95] Performance was measured using the average time it took each subject to get from one treasure to another. This excludes time spent before getting the first treasure (orientation effects) and after getting the last one (diligence effects).
RESULTS AND ANALYSIS

Figure thirteen (next page) shows that average time between treasures for the twenty-six subjects. Difference in average between-treasure-search-times were found between each of the collision resolution strategy groups. Analysis of variance test between the three groups’ times showed a significant difference of $p < 0.01$. Measures of the average speed

**Figure Thirteen:** Each bar on this graph shows an average seek time for an individual test subject. They are grouped by navigation mode and sorted in descending order.

Individual Test Cases, Grouped by Navigation Mode
of the user’s viewpoint movement indicated that Clunk users moved more slowly than the others (p < 0.05). (Fig 14) Ghost users moved fastest (p < 0.05) but wasted a lot of time in the baffles between walls or outside of the maze altogether. (Fig 15)

The results support the thesis that slippery mode is an efficient collision resolution strategy, and optimal for this type of situation. The maze was designed to be difficult to traverse, but all of its features are typical of what is found in many existing virtual environments. The independent development of similar strategies in video games and animation libraries support the generality of this finding.

It is important to keep in mind that slippery mode is not best for all situations. For example, if the user has to navigate a space which is visually open, but still has a lot of obstacles, ghost mode might be better. For ghost mode, the main problem is the potential for sudden and complete changes in the optic array, which would not occur in this case. Clunk mode is still used in various tank games, where the landscape is also quite open but with only a few obstacles. It makes sense in this case, because an actual tank really would come to a full stop upon collision with a large object. Finally, slip mode would not make sense for a flight simulator. The lesson here is that the collision mode used in
the application needs to be consistent with the narrative theme of the VE. Slippery mode is best when the user is “a human” and moves about in natural settings.

In figure thirteen, compare the ghost users’ times with the slippery users’ times. Note that highly adept ghost mode users were able to get around the maze with very competitive times. This shows that a highly skilled person can use ghost mode effectively. Most of those that did do well tended to avoid going through walls, but they did cut corners, which you can see in the scatterplot in figure fifteen by the rounding of the paths near the corners of the maze.

Also in figure fifteen, there is a high concentration of footprints in the upper left. This illustrates the time ghost mode users wasted trying to figure out a set of baffles and dead-end corridors setup just to confuse them. This sort of footprint analysis would be useful in other studies to determine sticking points in the VE, or areas that are ignored, etc.

The utility of collision handling schemes for VR warrants more detailed study. In situations such as desktop VR where interaction techniques are somewhat arbitrary, it is especially important to identify the good ones. Slip mode does not attempt to replicate natural interactions, but instead minimizes the delay imposed by obstacles. There is great opportunity for the development of a wide array of such pseudo-realistic interaction techniques for navigation and manipulation which preserve the intuitions and affordances offered by VR while simplifying and facilitating users’ interactions.
Beyond the rather simplistic implementation used in this study, slip mode has great potential for further research. By changing the shape and characteristics of the proxemic zone, very different aggregate behaviors can be achieved.

- A proxemic zone with a convex bottom yields terrain-following behavior in a VE with gravity. For example, with a spherical proxemic zone, collisions on the lower hemisphere will cause normals that point down to be subtracted from the movement vector. That will cause the vector to point up, and the user will begin to ascend. With the addition of gravity in the VE, this allows for terrain following over obstacles below a height determined by the size of the sphere. An inverted cone with no top would always climb upwards.

- The proxemic zone could have more exotic shapes. For example, if it were surrounding a human figure, it could be shaped somewhat like an egg.: Actually, it could be put around a simple viewpoint and it would still yield sliding narrow near the figure’s feet, widest at the shoulders, less wide near the head, flat in the back with a bulge out in front of the figure. This should yield behavior that is more approximately human than with a simple cylinder. [102]

- Experiments can be made with different algorithms to recompute both the direction and the magnitude of the movement vector.
• The proxemic zone could be elastic or spongy, so the user can squeeze through tight spaces or approach objects more closely. A variety of algorithms could be used to control this compressing “behavior”.

The reader is encouraged to think of this as an open challenge to pursue his own research in the use of proxemic zones.
Summary and Conclusions

This study compared three modes of collision handling in virtual environments:

- **Ghost** No effect. User passes through object.
- **Clunk** Complete stop on contact with object.
- **Slip** User’s movement is deflected, making him slide around the object.

Experimental results showed conclusively ($p < 0.1$) that for visually and physically cluttered environments, slippery mode allowed users to navigate to goal points more effectively and efficiently.

The study looked at the scientific literature concerned with self-location and navigation. Important insights were gained from literature on:

- **Artificial Intelligence** – a viable agent must reactive behaviors and true intelligence handled by separate subsystems or processes.

- **Cognitive Science: The Ecological Approach** – An organism is inseparable from its environment; its cognitive processes are distributed between it and the world. The task of navigating (or doing anything) in an environment must begin with a look at the affordances it presents to the actor at the time of decision.

- **Michotte’s Work on Causality in Perceived Motion** – Gestalt perceptions extend over time, not just space. This means that certain patterns of motion will produce particular impressions of causal relationships between moving actors. I contend this extends to the user’s (virtual) self as an actor.

- **Cognitive Science: Biological Motion** – Our visuomotor systems are optimized for certain perceptions and behaviors. These abilities or biases should be exploited or at least treated with sensitivity.

Other areas looked at were Psychophysics & psychocybernetics, mainstream cognitive science and the situation awareness literature.
The literature on Cyberspace and Virtual Reality was also looked at along with a sampling of video games. Discussion focused on how the user decides where she is located in the virtual environment. The video games were analyzed to point up the relevant visual cues presented to the user to locate themselves and navigate. They are:

- Perspective
- Shape and Occlusion
- Objects as Perceived With Relative Motion
- Point of Rotation
- Proxemic Zone
- Lighting Effects
- The Virtual Body
- Stage Effect

The reason for looking at video games is that they are optimized to make use the screen and mouse interface. An important goal of this study is to establish principles that make screen-and-mouse more useful for VR applications, because it is the most common and the least studied interface.

Given the theoretical background, it is safe to say that the experimental results indicate that slippery mode is generally more comfortable and natural for situations where the VE is cluttered.

Future directions for research could be

- Invention of differently shaped proxemic zones which yield different behaviors.
- Proxemic zones which have behaviors programmed into them.
- The exploration (or exploitation) of slippery mode travel to achieve universal terrain following.
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